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ABSTRACT

A new approach to the compression of vector quantized
�VQ� speech sequences is evaluated� The technique
uses a method called maximum likelihood continuity
mapping to learn a mapping between ariticulation and
speech acoustics� Smooth articulator paths are then
derived from VQ codes sequences� The paths are sub�
sequently sampled� quantized� and transmitted along
with additional information that allows perfect recov�
ery of the VQ code sequences� A decoder takes the
transmitted articulator paths and recovers the correct
VQ code sequence for resynthesis of the speech wave�
form� The algorithm has not achieved compression yet�
requiring an average of ���� bits	frame to transmit a �
bit VQ code sequence� and 
�
� bits	frame to transmit
a �� bit VQ code sequence� However� modi�cations to
the algorithm are currently under investigation� and we
expect to implement improvements to help us compress
VQ code sequences� Results of the improved algorithm
will be presented at the conference�

�� INTRODUCTION

Many speech compression algorithms �� �� �� trans�
mit acoustic information through a sequence of vec�
tor quantization �VQ� codes ��� For example� in the
MELP system �� line spectral frequencies �LSFs� ��
are derived from short�time ������ms� segments of the
acoustic waveform� vector quantized� and transmitted
as a sequence of VQ codes�

LSFs are based on the source��lter theory of speech�
and convey information about the shape of the vocal�
tract during speech production� Since speech sounds
are produced by slowly moving articulators �tongue�
jaw� lips� etc��� which can be transmitted using very
few samples per second� it is reasonable to assume that

articulator trajectories are better suited for coding than
parameters of the acoustic waveform directly �� ���

Our goal is to take VQ code sequences and infer
articulator paths for an encoder to transmit� The de�
coder should take the transmitted articulator paths and
recover the correct VQ code sequences�

We use an algorithm called MAximum Likelihood
COntinuity Mapping �� �MALCOM� to estimate artic�
ulator paths from training data composed of VQ code
sequences� MALCOM learns a continuity map �CM�
that embodies a stochastic mapping between ariticula�
tion and acoustics� MALCOM then �nds articulator
paths that maximize the probability of the observable
VQ code sequences� Although the CM is found using
only VQ code sequences� positions in the CM have been
shown to be correlated with measured articulator posi�
tions �� 
�� Thus� CM positions are called articulator
positions throughout this paper�

This paper is organized as follows� MALCOM
speech compression is covered in Section �� the data is
described in Section �� the procedure applied to eval�
uate the algorithm is given in Section �� followed by
conclusions and future directions in Sections � and ��
respectively�

�� MALCOM SPEECH COMPRESSION

MALCOM assumes that the distribution of articula�
tor positions� x�s� used to produce VQ code cj can be
modeled by a Gaussian PDF� p�xjcj ���� Although ar�
ticulator positions are unobservable� the techniques de�
scribed below allow us to adjust means and covariance
matrices of the Gaussians �� comprises these param�
eters� to maximize the probability of the VQ code se�
quences� These techniques are similar in spirit to tech�
niques used to optimize hidden Markov model parame�
ters� in which the state sequences are also unobservable�



Since the �articulator� space is actually unobservable�
sometimes we refer to it using a more neutral name�
continuity map�

���� The MALCOM Model

In the MALCOM model� the probability of observing
a code cj given an n�dimensional CM position x is cal�
culated with Bayes� rule as�

P �cj jx� �
p�xjcj ���P �cj�

p�x�
� ���

where
p�x� �

X

i

p�xjci���P �ci�� ���

Under the assumption of conditional independence�
the probability of observing VQ code sequence c given
an articulator path� X� can be expressed as�

P �cjX��� �

nY

t��

P �ctjxt���� ���

Note that Equation � does not make the claim that
xt is independent of xt��� only that xt�� gives no ad�
ditional about ct than already contained in xt�

The MALCOM model also assumes that articulator
trajectories are smooth� the trajectories have no energy
above some cut�o� frequency� fc�

������ Inferring Articulator Paths

Ideally� the smooth path through a CM that maximizes
the probability of the VQ code sequence is used as
MALCOM�s estimate of the articulator trajectory� i�e�

�X � arg max
X

P �cjX��� ���

However� because it is much faster to compute� we use

�X � arg max
X

P �Xjc��� ���

������ Training Continuity Maps

Given the smooth paths that maximize the probability
of the VQ code sequences� component parameters can
be adjusted to increase the probability of the data�

�� � arg max
�

P �cj �X��� ���

A CM is trained by iterating between the following two
steps� ��� given ��� �nd X to maximize P �cjX��� and�
given �X� adjust � to maximize P �cj �X���� Note that

a conjugate�gradient formulation is used to �nd �X and
�� of Equations � and ��

In our implementation� we actually perform the fol�
lowing steps to train CM�s� ��� given ��� �nd X to max�
imize P �X jc��� then� given �X� adjust � to maximize
P � �X jc��� where the underlying component PDF�s are
modeled with symmetric Gaussians�

������ Compressing Articulator Paths

Since the articulator paths have no energy above fc�
they can be transmitted using �fc samples	sec� After
uniformly quantizing the samples to b bit resolution�
we use Hu�man encoding to reduce the number of bits
needed to transmit the samples�

������ Recovery of VQ Codes

The articulator path is not a lossless encoding of the
VQ codes� However� given the articulator positions at
time t� it is possible to determine the probability of each
VQ code and rank�order the code probabilities� Thus�
VQ code sequences can be transmitted losslessly by
transmitting an articulator path along with the rank�
order of the probability of the VQ code at time t given
the path at time t��t� For best compression� the rank
orders are Hu�man encoded� The bits used to transmit
the rank order of the VQ codes are referred to as error
bits�

�� DATA � SIGNAL PROCESSING

�Read� speech of one male speaker �British accent�
from a book on tape was sampled at � kHz� digitized
to �� bits resolution� and used in our evaluation� The
dataset consists of three stories� two stories were used
as a training set� and the third story used as a test set�

Speech utterances were extracted from the digitized
signal using an average adjusted magnitude �AAM�
criterion ���� eliminating silence from further process�
ing� After silence removal� the training set consisted of
����

� ��ms frames and the test set comprised ������
frames� This translates to approximately ���� minutes
of training data and roughly ���� minutes of test data�

Utterances were initially bandpass �ltered with an
�th�order Chebyshev Type II �lter� passband frequen�
cies ��� � ���� Hz� stopband frequencies � �� Hz and
� ���� Hz� We then applied a pre�emphasis �lter �� �
��
��� followed by a ���th order LPC analysis �autocor�
relation method� on nonoverlapping ��ms frames win�
dowed with a ��ms Hamming window� Resulting LPC
coe�cients� ak� were multiplied by ��

�k� k � �� �����
for a �� Hz bandwidth expansion ��� of the formant



frequencies� The bandwidth expanded coe�cients� a
�

k�
were then converted to LSFs�

�� PROCEDURE

���� Training

From the LSF encoded speech� �� �� and �� bit VQ
codebooks were constructed from the training data�
The training data was subsequently VQ encoded pro�
ducing VQ code sequences� These VQ code sequences
were then used to �nd CM�s with dimensions Di �
f�D� �D� �D� �Dg� and cut�o� frequencies� fc � f�Hz��
�Hz� �Hz� �Hz� �Hz� �Hzg� The number of MALCOM
error bits needed to transmit the VQ code sequences in
the training data were �rst calculated for unquantized
articulator paths� Based on these preliminary results�
we hypothesized that the �D� �Hz and �D� �Hz solu�
tions of the � bit VQ encoded speech� and the �D� �Hz
CM for the �� bit VQ encoded speech gave us the best
opportunity for compression� These CM�s were ana�
lyzed further�

For each of these three CM�s� articulator trajec�
tories inferred from the training data were uniformly
quantized using � bits	sample and a Hu�man encod�
ing of quantized articulator position samples was es�
tablished� A second Hu�man encoding was also found
� an encoding of the rank�orders of the VQ code prob�
abilities given the quantized articulator paths� Hu��
man encodings were also found using �� �� �� �� �� and
�� bits	sample� for a total of �� encodings� �� encod�
ings	quantization level� � quantization levels� � cut�o�
frequencies��

���� Results

VQ codebooks found on the training data were used to
VQ encode the test data set� Smooth MALCOM paths
were estimated using CM�s derived from training data�
Hu�man encodings found on the training data were
used to encode articulator paths and VQ code rank or�
ders on the test data� The number of error bits required
to losslessly recover the correct test VQ code sequences
is given in Figure �� Note that a change in quantization
from �� bits to � bits results in a modest increase in
the MALCOM error bits� a coarser quantization of less
than � bits� however� results in a signi�cant increase of
the MALCOM error bits�

Results of the average error bits	frame for the test
set of � bit VQ code sequences are shown in Figure ��
With � bit VQ codes� MALCOM required an aver�
age of ���� bits	frame using the �D� �Hz CM and �
bits	sample resolution for the path� A straightforward
Hu�man coding of the � bit VQ codes required ��
�
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bits	frame� Likewise� MALCOM needed an average
of 
�
� bits	frame to transmit the �� bit VQ code se�
quences using a �D� �Hz CM and � bits	sample reso�
lution of the ariticulator paths� Hu�man coding of the
�� bit VQ codes directly required an average of 
�
�
bits	frame�

�� CONCLUSIONS

We introduced a new approach to the compression of
LPC parameters of the spectral envelope� This method
uses articulator paths derived from LSFs to transmit
the spectral envelope�

Our initial implementation of the compression algo�
rithm has not achieved compression� At best� the algo�



rithm approximately breaks even with a naive Hu�man
coding of the VQ codes�

The version of MALCOM used in this study models
the CM as a mixture of symmetric Gaussians� It is con�
ceivable� therefore� that with a more accurate modeling
of articulator con�gurations in the CM� a resultant de�
crease in MALCOM error bits will give us compression�
We are continuing to evaluate the algorithm on �� bit
VQ code sequences� and are exploring re�nements out�
lined in Section ��

It is also worth mentioning that since we have cho�
sen the quantization level for the paths using test data�
these results are likely to be somewhat better than re�
sults on a generalization test set� After further evalu�
ation of the technique on the data described here� we
expect to do a �nal test on new data�

�� FUTURE DIRECTIONS

We have identi�ed several opportunities for improving
the algorithm to achieve compression� Items under con�
sideration include�

� Construct CMs with diagonal covariance matri�
ces�

� Allow di�erent dimensions of CM to have di�er�
ent cuto� frequencies� current implementations
assign the same cuto� frequency to each dimen�
sion�

� Implement a more e�cient quantization of
smooth MALCOM paths� For instance� use a
Lloyd�Max quantizer in lieu of uniform quanti�
zation�

� Consider a principal components representation
of MALCOM paths in the frequency domain in�
stead of bandlimiting in the time domain�

� Formalization of a procedure to help us choose
the best CM for compression�
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